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1) Supervised scenario: learning with
streaming data and possible drift
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Supervised learning on data 
streams

Given a stream of training data
𝑥!, 𝑦! , … , 𝑥", 𝑦" , … ∈ 𝑋 × 𝑌

sampled w.r.t. a family of probability distributions 𝑃" on 𝑋×𝑌
We aim for a learning scheme which incrementally adapts a model 
ℎ" : 𝑋 → 𝑌 based on 𝑥", 𝑦" such that the interleaved train-test error
𝐸 = ∑" 𝑙(ℎ"#! 𝑥" , 𝑦") is minimized.
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Learning from data streams
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Personalized prognosis of motions

Viktor Losing, Taizo Yoshikawa, Martina Hasenjäger, Barbara Hammer, Heiko Wersing:
Personalized Online Learning of Whole-Body Motion Classes using Multiple Inertial Measurement Units. ICRA 2019: 9530-9536 5
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Personalized assistant for crossings

Losing, Hammer, Wersing
“Personalized Maneuver Prediction 
at Intersections”, ITSC 2017 7
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Supervised learning on data streams

Challenges:
• Algorithmic challenge - efficient update for new data point
• Model selection challenge - efficient and effective update of model 

complexity if required
• Information selection – forget information which becomes irrelevant 

due to drift and keep relevant information from the past
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k-NN: basic incremental model

• efficient update
• self-adjusting model-

complexity
• unclear: which data to 

store?
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Relevant data



Self-adjusting memory (SAM-kNN)

Viktor Losing, Barbara Hammer, Heiko Wersing: Tackling heterogeneous concept drift with the Self-Adjusting Memory 
(SAM). Knowl. Inf. Syst. 54(1): 171-201 (2018), code: https://github.com/vlosing/SAMkNN or within RIVER: 
https://riverml.xyz/latest/ as SAMKNNClassifier

Parameters:
• size of STM
• data points in LTM
• weights of gating

Meta-parameters:
• min size of STM
• max size of STM and LTM
• k of k-NN

12

https://github.com/vlosing/SAMkNN
https://riverml.xyz/latest/


SAM-kNN – example memory

Viktor Losing, Barbara Hammer, Heiko Wersing: Tackling heterogeneous concept drift with the Self-Adjusting Memory 
(SAM). Knowl. Inf. Syst. 54(1): 171-201 (2018), code: https://github.com/vlosing/SAMkNN or within RIVER: 
https://riverml.xyz/latest/ as SAMKNNClassifier 13
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Self-adjusting memory (SAM-kNN)

use current stream with a length
which optimizes the accuracy

store all data which are still valid but
currently not used

delete data which become
invalid because they
contradict the neighborhood

Viktor Losing, Barbara Hammer, Heiko Wersing: Tackling heterogeneous concept drift with the Self-Adjusting Memory 
(SAM). Knowl. Inf. Syst. 54(1): 171-201 (2018), code: https://github.com/vlosing/SAMkNN or within RIVER: 
https://riverml.xyz/latest/ as SAMKNNClassifier

Parameters:
• size of STM
• data points in LTM
• weights of gating

Meta-parameters:
• min size of STM
• max size of STM 

and LTM
• k of k-NN

weight based on recent
performance
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STM adaptation
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LTM 

Transfer consistent data to LTM

cleaning

STM-consistent data
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LTM
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Self-adjusting memory ensemble (SAME)

Viktor Losing, Barbara Hammer, Heiko Wersing, Albert Bifet:
Randomizing the Self-Adjusting Memory for Enhanced Handling of Concept Drift. IJCNN 2020: 1-8 18
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SAM-kNN-regression for fault detection 
in water distribution systems
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Residual-based sensor fault/leakage 
detection in WDS

Step 1: predict sensor values from others using incremental time series model
Setp 2: residual based anomaly detection

pressure sensor
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Performance of SAM-kNN

22

Jonathan Jakob, André Artelt, Martina Hasenjäger, Barbara Hammer:
SAM-kNN Regressor for Online Learning in Water Distribution Networks. ICANN (3) 2022: 752-762



Performance of SAM-kNN
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SAM-kNN Regressor for Online Learning in Water Distribution Networks. ICANN (3) 2022: 752-762



2) Unsupervised scenario: detecting drift
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Drift

Drift is present if
there exist time 
points 𝑡! ≠ 𝑡$
such that 

𝑃"! ≠ 𝑃%"
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Drift
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Drift detection
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underlying distribution P1 underlying distribution P2 …

underlying distribution P1 underlying distribution P2 …



What is drift?
Drift: data are drawn from a probability distribution 𝑃! which is not constant with 𝑡

… but we cannot observe Pt
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Notions of drift
Drift: data are drawn from a probability distribution 𝑃! which is not constant with 𝑡

Drift as change of (unobservable) distribution

Machine Learner’s  drift: optimum model at first 
time window

optimum model at second
time window≠

Dependency of observations and time: observed data 

time

Towards non-parametric drift detection via Dynamic Adapting Window Independence Drift Detection (DAWIDD), Fabian Hinder, André 
Artelt, Barbara Hammer, ICML2020 29
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Fabian Hinder, André Artelt, Barbara Hammer: A 
probability theoretic approach to drifting data in 
continuous time domains. CoRR abs/1912.01969 (2019)

31



Drift detection methods

• classification-error based: e.g. ADWIN, DDM, EDDM

• distribution-based: e.g. HDDDM

• dependency based: DAWIDD
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errors do 

not match

different statistics 

on windows

window 1 window 2

errors increase significantly
errors increase significantly

window 1 window 2

data of interest



DAWIDD

Drift detection as 
dependency test
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Fabian Hinder, André Artelt, Barbara Hammer:
Towards Non-Parametric Drift Detection via Dynamic Adapting Window Independence Drift 
Detection (DAWIDD). ICML 2020: 4249-4259

https://dblp.org/pid/249/2721.html
https://dblp.org/pid/246/5077.html
https://dblp.org/db/conf/icml/icml2020.html


DAWIDD
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Independence Drift Detection (DAWIDD). ICML 2020: 4249-4259
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DAWIDD
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Fabian Hinder, André Artelt, Barbara Hammer:
Towards Non-Parametric Drift Detection via Dynamic Adapting Window Independence Drift 
Detection (DAWIDD). ICML 2020: 4249-4259

https://dblp.org/pid/249/2721.html
https://dblp.org/pid/246/5077.html
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3) Unsupervised scenario: Explaining drift
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Drift explanation
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Towards drift explanation

Assume drift is present, i.e.  𝑡! ≠ 𝑡$ such that 𝑃"! ≠ 𝑃%"

Drift localization: 
Identify regions 𝐷 of the data space such that 
𝑃"!(𝐷) ≠ 𝑃%"(𝐷) and 𝑃"! 𝐷

& = 𝑃%"(𝐷
&)
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Where is drift?
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Drift segmentation

Assume drift is present, i.e.  𝑡! ≠ 𝑡$ such that 𝑃"! ≠ 𝑃%"

Drift localization: 
Identify regions 𝐷 of the data space such that 
𝑃"!(𝐷) ≠ 𝑃%"(𝐷) and 𝑃"! 𝐷

& = 𝑃%"(𝐷
&)

Drift segmentation:
Find a segmentation function 𝐿: 𝑋 → ℕ with small |𝐿 𝑋 |
such that 𝐿 𝑥 = 𝐿 𝑥' ⇒ 𝑃 𝑇 𝑋 = 𝑥 = 𝑃 𝑇 𝑋 = 𝑥'
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Drift segmentation

Algorithm:   decision tree algorithm where splits into subsets 𝑙! and 𝑙$ are chosen such that 
the difference of 𝑃 𝑇 𝑙! and 𝑃 𝑇 𝑙$ is maximum
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Use Kolmogorov-Smirnov Test statistics for sets of points ordered according to time:



Drift 
segmentation
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Evaluation w.r.t drift localization

F.Hinder, B.Hammer, Concept drift segmentation via 
Kolmogorov trees, ESANN21 44



Evaluation w.r.t conditional density 
estimation

F.Hinder, B.Hammer, Concept drift segmentation via 
Kolmogorov trees, ESANN21 45



Drift explanation
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Fabian Hinder, André Artelt, Valerie Vaquet, Barbara Hammer:
Contrasting explanations of concept drift, ESANN 2022

https://dblp.org/pid/249/2721.html
https://dblp.org/pid/246/5077.html


Drift explanation
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Fabian Hinder, André Artelt, Valerie Vaquet, Barbara Hammer:
Contrasting explanations of concept drift, ESANN 2022

Drift explanation algorithm:

• detect drift (‘when’ - e.g. using DAWIDD)
• detect region in space 𝐷 where drift is present (‘where’ - e.g. using Kolmogorov 

trees)
• learn a model ℎ which maps the regions of drift to the time ‘before’ / ‘after’ / 

‘either’ (e.g. standard decision trees)
• collect representatives 𝑥 of drifting regions (e.g. using affinity propagation)
• use contrasting explanation to explain ℎ w.r.t. 𝑥 in 𝐷 (e.g. using CEML toolbox: 

https://github.com/andreArtelt/ceml)

https://dblp.org/pid/249/2721.html
https://dblp.org/pid/246/5077.html
https://github.com/andreArtelt/ceml


Evaluation of drift explanation

Scenario I: 
induce feature drift for
Nebraska weather data

Explain by 
sparse counterfactuals
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Evaluation of drift explanation

Scebario II:
MNIST data with 
classes 1,3,4 (before) 
and 7,8,4 (after)

49



Example of drift explanation
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Conclusions
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Conclusions

• supervised learning on streaming data, e.g. using SAM-kNN or 
other methods from River toolbox: https://riverml.xyz/0.14.0/
• drift characterization as dependency 𝑋 and 𝑇
• drift detection based on dependence test: 

https://github.com/FabianHinder/DAWIDD
• drift segmentation / localization based on difference of 𝑃(𝑇|𝐿 𝑥 )
• drift explanation based on contrasting explanations: 

https://github.com/FabianHinder/Contrasting-Explanation-of-
Concept-Drift
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https://riverml.xyz/0.14.0/
https://github.com/FabianHinder/DAWIDD
https://github.com/FabianHinder/Contrasting-Explanation-of-Concept-Drift
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